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**Questions Statement Marks: 20(10+5+5)**

Decomposition is the process of breaking a computation into smaller parts, so that some or all of them can be executed in parallel. Decomposition can be illustrated in the form of a directed graph with nodes corresponding to tasks and edges indicating that the result of one task is required for processing the next. Such a graph is called a task dependency graph. Table 01 shows a relational database of Sales persons which stores information about different salesmen like their ID, name, city, year, and sales among others. Every row in the table is a record that has all the details about a specific salesman. Consider the computations performed in processing the following query:

City=(“Karachi” OR “Lahore”) AND YEAR= (“2022” OR ”2020”) AND Sales = (”$8000” OR ”$14000” OR ”$9000” AND Name="Ali").

Based on the above information, do the following:

1. Construct task dependency graph for the given query.
2. Find Critical path (by mentioning each node value in a sequence).
3. Compute Average degree of concurrency of task dependency graph (where the amount of work required to complete the task at each node is: 12)

Table 01: A database table storing salesman details:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **ID** | **Name** | **City** | **Year** | **Sales** |
| 2114 | Ali | Karachi | 2020 | $8000 |
| 2214 | Asad | Lahore | 2021 | $9000 |
| 2314 | Sajjad | Islamabad | 2022 | $11000 |
| 2114 | Ali | Karachi | 2023 | $9000 |
| 2235 | Irfan | Queta | 2019 | $12000 |
| 2214 | Asad | Lahore | 2020 | $7000 |
| 2114 | Ali | Karachi | 2022 | $14000 |
| 2235 | Irfan | Queta | 2023 | $11000 |
| 2314 | Sajjad | Islamabad | 2021 | $12000 |

**Best of Luck!!!**